[Shire, 2(12): December, 2013]

| JESRT

ISSN: 2277-9655
Impact Factor: 1.852

INTERNATIONAL JOURNAL OF ENGINEERING SCIENCES & RESEARCH
TECHNOLOGY
Design and Analysis of Routing Algorithm for 3D Network on Chip
Prof. A. N. Shire™, Shilpa P. Meshram?

"-2M.E. (Digital Electronics), Amravati university, Yatmal, India
atul.shire@gmail.com

Abstract
Three dimensional network on chip (3D NoC ) is thest thriving on chip connection architecture.

According to mesh on-chip conceive approach, ingatir favors mesh conceive expertise to analy2e@<S That
is network on chip mesh architecture has been stiggeas solution to address international commtiaitérials in
system on chip (SOC) architecture. The performamgaovement originating from the architectural bigseof
network on chip will be significantly enhanced D 3Cs are taken up as the rudimentary fabricati@thaodology.
By emerging 3D IC accomplish greater device inttgnaand enhance the system presentation at sneal&rand
reduces communication distance in 3D NoC. In additd its various advantages in terms of poweizatilon and
system performance has possibility to implemenetiective architecture. In this paper, effective BBtwork on
chip architecture is suggested with the mechani$nsongestion aware algorithm which optimizes theveo
utilization, system performance and minimize latero supplement we have integrated the reducetipatform
of 3D NoC mesh architecture which can be effecyiugilized for fault tolerant and minimized traffiBased on
suggested routing for 3D NoC can help to achiegrificant power utilization and minimized the latgn
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I ntroduction

The significant increase within the speed and
quality of today’'s very-large-scale integration (S
chip style has lime lighted to the time of Systemetip
(SoC) [1]. SoC is a broad construct that referght®
mixing of nearly all aspects of a system on chipCS
often driven by the ever growing demand for infthte
system practicality and compactness at minimumepric
power consumption and time to plug. The Network-on-
Chip (NoC) model is rising as a revolutionary
methodology in resolution the performance limitatio
arising out of long interconnects, outperformingore
thought bus architectures [2] [3] [4]. Additionallyto
providing a solution for the global wire delay pledn,
the  NoC paradigm conjointly eases integratiomigh
numbers of intellectual property (IP) cores in an
exceedingly single SoC. On-chip interconnection
networks or Network-on-Chip are planned as an answe
to handle the global communication challenges i€ So
design[2]. In NoC, segments communicate with one
another by causation packetized knowledge oves thi
network. [7]These long interconnects are quickiying
into a performance impediment in terms of
communication latency and power.

The choices of the 2D integrated circuits (ICs)
limit the performance enhancements arising out o€EN
architectures. As 3D ICs, that contain multiplediasy of
active devices, have the potential for enhancirgjiesy

performance [5], [6], [7], [8]. According to [6], (B
ICs provide performance enhancements even in the
absence of scaling, this is oftenthe results efth
reduction in interconnect length. Besides this
clear benefit, package density is enhancing coreiidg
power is reduced from shorter wires and electronic
equipmentisa lot of more immue to noise [8]. The
performance improvement arising from the architedtu
advantages of NoCs are considerably increased IC3D
are adopted as the basic fabrication methodolodye T
amalgamation of two rising paradigms, NOC and 3D IC
allows for the creation of recent structures thetnge
significant performance enhancements overa lot
of ancient solutions. With freedom within the dirsgm,
architectures that were not possible or prevergativ
because of wiring constraints in coplanar ICs are
currently attainable. The NoC address the network
topology, the routing process and associated algos
which offers a lot more flexibility in design cheic

In this paper,we have a tendency to
characterize the performance of multiple 3D NoC
architecture within the presence of realistic ftcaff
patterns through simulation and establish the
performance benchmark and related design trade-offs
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Related Work
A.3D NOC Architecture:

The generic network on- chip design as shown
in Fig.1 is predicated on a consistent and scalsitch
fabric network, that considers all the necessiifesn-
chip communications and traffic. Whenever PE
represents processor elementunits and R repsesent
switch fabrics (or known as router). To manage the
routing messages within the network, every node
contains arouter to transfer the messages to the
destinations. A router consists of a collectionigbut
buffers, associate interconnect matrix, a collectiof
output buffers and management circuitries, thatare
routing controller,  associate arbiter and so orhe T
arbiter is intended for arbitrating over two packehat
need to transverse identical path. Additionalhg touter
controller controls the links between input and pott
channels that connect this router to the neighlorin
routers. For routing the messages with efficienitye

algorithms of the routing controller verify the
shortest methods to optimize the network
performance consistent with the information of the
system. Therefore, the routing algorithmic

program dominates the performance of the network on
chip platforms.
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Flg 1. NOC Archltecture

By combining the NOC structure with the
advantages of the 3D integration lead us to pre3ent
NoC as a replacement architecture as shown in fig 2
This architecture responds to the scaling demamds f
future SoC, exploiting the short vertical links \ween
the adjacent layers which will clearly enhanceghstem
performance. consistent with Feero et al [10], 3@EN
has the flexibility to decrease the quantity of fiom
basic and necessary issue to judge the system
performance.
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Fig 2 .3D Integration From 2D

The authors have shown that 3D ICs are power
and performance economical, however once the
3DNOC is taken into consideration, the
statistics are quite different. The 3D NOCs areesion
to the2D NoC architecture. for every NOC router
of mesh structure, two further ports are requineslieng
a 7x7 crossbarrather than 5x5 crossbar for
the 2D mesh architecture. Since crossbar power will
increase quadratically with the number of ports the
power consumption for a 3D router is much highemth
for a 2D router [11].
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Fig 3. 3D Router 7x7 crossbar configuration

The solution to the power consumption for a 3D
router has been planned by Li et al. [12]. The pszol
architecture is stacked mesh design. Owing to ooe h
vertical communication and 6x6 routers, proposed
architecture is economical enough in terms of power
consumption and latency. Since the bus may beragha
medium it doesn't
permit synchronous communication within the
dimension. Thus, bus medium offers a enough degree
of scalability for the dimension. The problem with
this design is tendto improve the design to additio
enhance the throughput by using the communication
resources.
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(a) Overall View
Fig 4. 3D Router 6x6 crossbar configuration

(b} Crossbar Configuration

Kim et al. [14] offered an efficient route
structure for 3D NOCs known dsue NoC architectur
within the architecture;  the vertical
links are embedded within tleossbar ar extend to all
layers. Interconnection between thssorte links during
a 3D crossbar would needle provided b dedicated
association boxes at every layer. ifaprovement t the
true 3D NOC router is planed that inclu a higher
energydelay product characteristic. Despite tt
encouraging results, there are sowital drawback.
Adding a large varietpf vertical linksduring a 3D
crossbar to extend NOC property leadintmeased path
diversity and suggestshat multiple attainable wa
between supply and destination pairgeHilly results in a
dramatic increase within theomplexness ar power
consumption of the central arbiterAdditionally, their
design can only support routing using dimensiorecrd
routing (DOR), whichis thoughb suffer from poo

worst-case throughput.
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Fig5.3D NoC True Router with 3D Crossbar

Based onthe concept ofertical switchin,
Matsutani et al. [15] planned aarchitecture is nc
power-efficient, asa result of it neeaassivi vertical
switches. Park et al. [16] projectédMulti-layered On-
Chip Interconnect Router ArchitecturMIRA), thatis
predicatecn implementing 2D mesh
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chip multiprocessor in thregimensions the most
important disadvantage of tdesigris that it assumes
the processor cores atesigned in 3D. This mak
it tough touse existing extremely optimize zprocessor
core designs.

In  [17], Anincrease deciding routing rule to
avoid congestion in 2D NOG@&rchitectures waprojected.
Additionally, thepropose dynamic routing
approach will tolerate ornk failure. Utilizing the out
there communicatiorresources, w have a tendency
to enhance our approach handle fault tolerance for
inter-layer communid#on of stacked me: architecture.
Most of the mention architectursquare measure either
power economicabr high performance. Symmetric
3D NOC design is higthroughput however not
power efficient. On the othérand, architectures li true
NoC or stacked mesh architectu square measure
power economical at the expense ofreduced
throughput. We tend to teybridize the stacke
mesh design to boost systemtpu, fault tolerance, and
power potency.

B. 3D NOC Topology:

The topology of &OC|[3] specifies the
physical organization of the interconnection network
defines the interconnection belen nodes, switches, and
links [19]. one in all the kindftopology configuration
in direct network topologies [I], every node has direct
point-topoint links to a subset of alternative nc
within the system known awighboring nodes. Tt
nodescarries with i computational blocks
and/or memories, as well asnetwork interface (NI)
blockthat acts as a router. This route connected to the
router of the neighboring nodes through links. N
direct  network topologies have associe
orthogonal NOC topology The topology of NOC [20]
specifies the physical organization of the intermmtion
network. It defines the interconnection been nodes,
switches, and links [19pne among the kind
of configuration is that thm direc network topology
[20], every node has direct pc-to-point links to
a set of alternative nodesvithin the system known as
neighbomodes. The node carr with
it procedureblocks and  recollection similarly as
a Nlblock that acts as a router. This routeconnected
to the routers of theeighboring nodes through link
Most direct network topologie
have associate orthogonalplementation, whenevethe
nodes are organized inassociatn dimensional
orthogonal area, in sutche wa: that each link produces
a displacementin a vegngle direction. Routing fc
such  networks is fairgasyand may be
implemented expeditiousin hardware. Samples
of well-liked orthogonal directnetwork include the n-
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dimensional mesh, torus, folded torus,

and polygon topologies.
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Fig 6 . Direct Network Topology
C. Routing Algorithm:

One of the important designs step that should be
taken care of while conceiving a 3D NoC is the
implementation of an effective routing algorithm
whereas there is alarge number of complicated mguti
algorithm, but they could require more convoluted
implementation than that of the deterministic onEse
deterministic routing algorithms have been takenfamp
3D-NoC concepts. One of the well renowned and well
utilized routing designs in 3D-NoCs is the Dimemsio
order Routing (DOR) XYZ algorithm. XYZ is a easy
algorithm, very easy to apply and free of deadlock
[21][23]. But on the other hand, it bears from anno
efficient pipeline stage usage. This can introdace
significant effect on the router delay and finatly the
scheme overall performance. Enhancing this algworith
while keeping its ease may improve the scheme
performance by decreasing the packet delay.

Look up table routing algorithm is more well
liked in implementation, where a look up table tisred
in every mode. The routing algorithm is altered by
replacing the entries of the look up table. Theudse
adaptive XY routing algorithm works in determingsti
mode when mesh is congested. When mesh become
impeded, the algorithm swap to the adaptive modk an
start to search routes that are not congested.

In the adaptive XYZ routing[22], the main
heading the fact and packets transverse dependseon
position of present node and line extent of thefdyuih
x-direction and Y-direction as well as the respoofsthe
arbiter which will be directing the packets throutjte
network. Adaptive routing algorithm needs more
information about the network to bypass congested
router in the mesh. These routing algorithms are
obliviously more convoluted to apply therefore thiay
have more cost and power consumption.
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Proposed Method for 3D NOC

In the network design of  the NOC the
most essential  things area  unitatopologyand a
routing algorithmic  program. Routers route the
packets based on the algorithm that  they used.
Each system has its  own necessities for  the
routing algorithm. Routing on NOCis kind of just
like routing on any network. A routing algorithm
determines however the data is routed from setaler
receiver. every packet has many paths to decide¢has,
the performance and also the efficiency of
the NOC depends on the routing algorithm.

A 3D NOC composed of  many layers
interconnected by vertical linksis taken into
account with the assumptions that the layers ade an
the 3D stack isn't divided. the fundamental plan tifie
proposed routing algorithm (shown in fig 7) isto
move the message to the destination layer firsgseBa
on the plane data from the address field of theriming
data packet, the algorithm at the start decides
destination plane. The algorithm principally corcates
on the case once the source plane (Sp) notequal
to destination plane (Dp). so as to achieve thérdgon
plane, the algorithm chooses the proximal verticales
among the vertical nodes available within  the
corresponding current plane. The message spanggtiro
the layers and reaches the destination plane.rwitié
destination plane, the message may additionally got
to move within the present layer thatis completed
using 2d routing. The 2D routing scheme followed i
dimension order routing. The effectiveness of ttieeme
depends on our focus to decide on the proximal 8@en
and finds a path from any source to a given detstina

the
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Fig 7. Proposed Algorithm

Xilinx is employed that enables creating the
check bench for the coding and therefore the sitiaa
result's verified. The propagation of the data tiglo
every node can offer information concerning the hop
count needed so as to the reach the specifiechdéeti.
The implementation of the routing scheme is acldexe
Xilinx.

Conclusion

3D technology is envisioned to provide a
performance-rich, area and energy-efficient and
temperature-aware design space for SoC architecture
The networks on chips are a necessity for achie8ing
integration. In this paper, we presented 3D NoC
architecture, direct network topology and the
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deterministic routing algorithm. This paper showed
on-chip interconnect in a 3D setting will play aucial

role in optimizing the performance, area, energg an
thermal behaviors we have explored several design
options for 3D NoCs, 3D integration presents the
interconnect designer with several new challenges.
the future, we plan to investigate the design of a
pipelined arbitration scheme to support routinghimit
the context of fault tolerance, congestion minirticza
and low latency.
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